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Abstract—Since a vehicle logo is the clearest indicator of a vehicle manufacturer, most vehicle manufacturer recognition (VMR) methods are based on vehicle logo recognition. Logo recognition can be a challenge due to difficulties in precisely segmenting the vehicle logo in an image and the requirement for robustness against various imaging situations simultaneously. In this paper, a convolutional neural network (CNN) system has been proposed for VMR that removes the requirement for precise logo detection and segmentation. In addition, an efficient pretraining strategy has been introduced to reduce the high computational cost of kernel training in CNN-based systems to enable improved real-world applications. A data set containing 11 500 logo images belonging to 10 manufacturers, with 10 000 for training and 1500 for testing, is generated and employed to assess the suitability of the proposed system. An average accuracy of 99.07% is obtained, demonstrating the high classification potential and robustness against various poor imaging situations.

Index Terms—Convolutional neural networks (CNNs), deep learning, pretraining, vehicle logo recognition (VLR).

I. INTRODUCTION

VOLUME license plate location (LPL) [1], [2] and vehicle manufacturer recognition (VMR) [3] play a crucial role in intelligent transportation systems [4]. These systems are useful in providing car ownership statistics to governments and businesses. In addition, manufacturer recognition can assist in vehicle identification, e.g., vehicle license plates are often replaced in stolen cars. Since a vehicle logo is the clearest indicator of a vehicle manufacturer, VMR systems always employ logo information for recognition.

Compared with LPL, which has been extensively studied and addressed in research and industry, there have been fewer studies contributing to vehicle logo recognition (VLR). VLR is still a challenge in pattern recognition and computer vision due to its requirements for precise logo segmentation, robustness against various imaging situations, and real-time implementation. According to the literature in this area, existing logo-based VMR systems always consist of two stages, i.e., precise vehicle logo detection (VLD) and VLR. Wang et al. [5] detected vehicle logos using edge features, and then, they implemented logo recognition using template matching and edge orientation histograms. Although they achieved an accuracy of 90%, their approach is still limited in complicated environments such as those with shadows and light reflections. Sam and Tian [6] presented a solution for VLR using a method called “Modest AdaBoost” combined with radial Chebyshev moments to address viewpoint variation, achieving an accuracy of 92%. However, the computation time is more than 2 s for a single image, which is not suitable for real-time applications. Dlagnekov and Belongie [7] utilized scale-invariant feature transform (SIFT) features to identify the vehicle manufacturer and model on rear-view vehicle images, but the system performance does not meet real-time requirements. Psyllos et al. [8] also proposed a SIFT-based enhanced matching scheme, which detects a logo through a phase congruency feature map method. This scheme seems promising but suffers from illumination variations or a wide range of viewpoints. Yu et al. [9] proposed a system for VLR based on the “Bag-of-Words” model, which uses a dense SIFT to extract stable features, quantize features by soft assignment, and compute a histogram with spatial information to improve performance. Vehicle logo images are represented as histograms of visual words and then classified by a support vector machine (SVM). The reported recognition accuracy is 97.3%, and the computing time is 22 ms for each image in recognition. Dai et al. [10] adopted Chebyshev moment invariants to extract the six eigenvectors of a vehicle logo, and an SVM is applied to the binary image recognition. The algorithm is reported to be robust to noise; the recognition accuracy is 92%; and the computing time is 1 s for each image.

However, previous logo recognition in VMR is still limited by: 1) the use of hand-crafted features (e.g., a SIFT), which is inadequate to simultaneously address various imaging situations such as poor illumination, logo rotation, viewpoints variation, and noise; and 2) strong dependence on precise logo detection since inaccurate logo detection will lead to a dramatically decreased recognition rate.
Convolutional neural networks (CNNs) are hierarchical neural networks whose convolutional layers alternate with subsampling layers, which are reminiscent of simple and complex cells in the primary visual cortex of the brain [11]–[13]. Motivated by the success of CNNs in machine vision problems, this paper proposes a novel VLR system based on a CNN. Rather than precise logo detection and segmentation, this method coarsely segments a large region of an image, which can be very efficiently detected using a simple assumption based on the location information of LPL. Higher order features can be then directly extracted based on the stacked trainable stages in the CNN using repeating convolutions, nonlinear mapping, and max pooling the large segmented region from the previous step. Finally, logo recognition is implemented as the final layer in the CNN with a supervised backpropagation (BP) neural network classifier [14].

Although a CNN is a good option for VLR, this method still has some limitations. In the convolutional layer at each trainable stage, the kernels/weights employed in the convolution are trained by BP neural networks, which is very time consuming. For example, in this proposed system, it took approximately 15 h to train all kernels from the 10,000 training images. This has limitations in the real-world applications of logo image recognition, where testing samples will become training samples after recognition; thus, the training data will be updated frequently. Therefore, a CNN-based logo recognition system will be very limited since the kernels in the neural network need to be trained with the frequently updated training samples. In addition, network training for classification is critically dependent on the expertise of parameter tuning and some ad hoc tricks.

To address this problem of CNN-based logo recognition, a principal component analysis (PCA)-based pretraining strategy has been introduced. This strategy can improve the performance of previous CNN-based systems by efficiently and effectively estimating the kernels in the convolutional layer, without tedious tuning by the BP neural network, thus dramatically reducing the computational cost of kernel training. The improved system is a better option for real-world applications since the system is able to enhance the classification accuracy and reduce the training time simultaneously.

The contributions of the proposed system can be summarized as follows. First, a PCA-based pretraining strategy has been suggested for a CNN logo recognition model to dramatically reduce the computational cost of training procedures, thus ensuring that the proposed models satisfy the requirement of logo recognition for efficient training procedures since the training samples are updated frequently. Second, rather than hand-crafted features, the proposed system automatically extracts features that are robust enough to provide satisfactory classification accuracy with various outdoor imaging situations. Finally, a coarse segmentation approach is proposed based on a very simple assumption; thus, precise logo detection is no longer required.

This paper is organized as follows. VLR systems based on a CNN and a pretraining strategy are described in Section II. In Section III, the generation of the logo data set is presented, and experimental comparisons and robustness validations are given. Finally, Section IV concludes this paper.

Fig. 1. Proposed car logo detection: the images are captured from the monitoring system in (a), and then, the license plate is identified for each image in (b). Instead of the precise detection in previous studies [the blue box in (c) and (d)], the proposed coarse segmentation detects a much larger area [the red box in (c) and (d)] in order to increase the accuracy of logo detection for the subsequent recognition.

II. FRAMEWORK OF LOGO-BASED VMR SYSTEM

A. Coarse Segmentation

Both the proposed VLD scheme and a traditional logo detection system are presented in Fig. 1 to assist with the description of the technique used. The images are first captured from the monitoring system [see Fig. 1(a)], and the vehicle license plate is then identified for each image using the embedded LPL module in the monitoring system. The coordinates of the upper left and lower right corners of the vehicle plate are identified after LPL, as shown in the closeup image in Fig. 1(b). The traditional logo recognition system then carefully detects the vehicle logo and removes the background around the logo, including the radiator and the grille [the blue box in Fig. 1(c) and (d)]. The proposed VLD scheme coarsely segments a large region containing the vehicle logo above the vehicle license without removing backgrounds [the red box in Fig. 1(c) and (d)].

The segmented region [the red box in Fig. 1(c) and (d)] is much larger than that in the traditional logo recognition system [the blue box in Fig. 1(c) and (d)] since it is just an approximate estimation of the vehicle logo’s location. In this paper, we consider VLR applications specifically for mainland China, which is currently experiencing a wave of urban expansion. According to the Road Traffic Safety Policy in mainland China, every vehicle logo must be located above the vehicle license plate, and the vehicle license plate must be the same size across all cars.

This coarse segmentation for the proposed logo recognition can be very efficiently performed by making the very simple assumption that the vehicle logo is always located within a certain area above the license plate. The vehicle logo can then assumed to be located within any part of the segmented area, removing the requirement for image matching or the mask design used in previous studies.

If the VLD scheme is accurate, as shown in Fig. 1(c), both the proposed method and the traditional logo recognition method can achieve similar recognition rates. However, if the VLD scheme is inaccurate, e.g., part of the logo is outside the detected region such as the example shown in Fig. 1(d), this will lead to a serious decline in the recognition rate since traditional VMR systems are highly dependent on the detection...
and segmentation procedure. By contrast, the proposed system only crudely extracts a larger region for recognition from the LPL data, thus ensuring a very high probability that the logo will be located inside the detected region. Preprocessing to obtain precise VLD is no longer required in the presented logo recognition technique.

As shown in Fig. 1(c) and (d), coarse segmentation is defined as a particular region above the license plate, which can be easily implemented. After LPL, given that the size of the license plate is $m \times n$, ($m > n$), then the segmented image is assumed to be located at the top center of the license plate, with size $b \times b$, where $b = 1/2m$. It should be emphasized that we are only considering the top ten popular cars in mainland China; suburban utility vehicles (SUVs) and other larger vehicles are not considered in this paper. We analyzed vehicle logo locations relative to the detected license plate for the ten vehicle manufacturer logos. As shown in Fig. 2, the proposed coarse segmentation (dashed brown box) will encapsulate all the vehicle logos (boxes in different colors) considered in the proposed system. In addition, although the LPL is incorrect, the logos still have a large probability of being within the coarse segmented area, as shown in Fig. 3. The detected regions can be also defined with a larger size to accommodate different kinds of vehicles.

### B. VLR With CNN

VLR via a classical CNN is presented in this section. It has been observed that logos are objects in the images, which can be decomposed into motifs, and the motifs can be further decomposed into edges [15]. A CNN, consisting of multiple trainable stages stacked on top of each other, is employed to extract the features hierarchically, as in Fig. 4 [16]. The input is the detected images that are 70 $\times$ 70 pixels and contain the vehicle logo, which is obtained from coarse segmentation, as described in the previous section. We will take layer $C1$ and layer $S2$ as examples to explain the flowchart since the following layer, e.g., $C3$ and $S4$, will repeat the same procedures.

$C1$: Based on convolving the input image with different kernels (or weights), several feature maps can be generated in layer $C1$, which are denoted as $C_{1i}$, $i = 1 : N$, where $N$ is the number of kernel as

$$C_{1i} = (\text{sigmoid}(w_i \otimes x))$$

where $x$ is the original image with size $s_x \times s_y$, $\otimes$ denotes the convolutional operation, $w_i$ corresponds to the i-th convolutional kernel, and nonlinear mapping sigmoid($x$) is defined as $f(x) = 1/(1 + e^{-x})$. Filter $w_i$ is randomly initialized at first and is then trained with a well-known BP neural network [13], [16].

$S2$: Each feature map in $S2$ is obtained by a pooling operation called max pooling that is performed on the corresponding feature map in layer $C1$ as

$$S_{2i} = \text{pool}(C_{1i}).$$

The maximum activation over nonoverlapping rectangular regions of size $(k_x, k_y)$ is implemented for input $C_{1i}$. In this paper, $k_x = k_y = 2$. A max-pooling action creates position invariance over larger local regions and downsamples the input image by a factor of $k_x$ and $k_y$ along each direction, producing each feature map in layer $S2$ with size $M_x/2$ and $M_y/2$. Pooling layers are introduced to detect the maximum response of the generated feature maps to different kernels $w_i$ and to reduce the resolution of the feature map, which will extract the multiscale features of logo images. The pooling action also provides built-in invariance to small shifts and distortions, which can happen in various image monitoring conditions. The convolution and max-pooling procedures in layer $C3$ and layer $S4$ are the same as in layer $C1$ and layer $S2$, except with a different kernel size. The convolutional layers and the max-pooling layers alternatively repeat to construct a multilayer structure for feature extraction, where the output of the previous layer is the input of the current layer as

$$S_{4i} = \text{pool}(w_i \otimes (\text{pool}(w_i \otimes x))).$$

Since the primitive feature detectors that are useful on one part of the image are likely to be useful across the entire image, units in a layer are organized in planes within which all the units share the same set of weights. By sharing the same set of weights, the CNN have a shift-invariant property and can achieve excellent performance in logo recognition tasks with a range of various imaging conditions. Detailed information of feature extraction by multilayer CNNs is available in [13] and [17].
For the final recognition step, the local features from the input image are combined with the subsequent layers in order to obtain higher order features after the final max-pooling layer S4. These higher order features are eventually encoded into a 1-D vector, which is then categorized by a BP neural network classifier in the last layer of the CNN structure.

The CNN feature detector can be supplied with raw pixels to automatically learn low-level and midlevel features of stacked structures, alleviating the need for hand-engineered features and improving the recognition accuracy [17]. In addition, in contrast to traditional fully connected neural networks, the CNN forces the extraction of local features by placing a restriction that the receptive fields of hidden units should be local, which is based on the fact that images have strong 2-D local structures. This restriction thereby reduces the calculation scale and increases the robustness of the system for rotation and translation, which is a technique that is particularly suitable for seeking structure after coarse segmentation. The CNN structure combines three architectural ideas to ensure some degree of shift, scale, and distortion invariance, i.e., local receptive fields, shared weights, and pooling operations [18].

C. Pretraining Strategy

As described in the previous section, kernel \( w_i \) in (1) can be trained by a BP neural network; however, this can be very time consuming. For example, it took about 15 h to train kernel \( w_i \) in the previous CNN-based VLR system with 10 000 training logo images, which is not appropriate for a real-world application that requires frequently updated training data. The motivation for the strategy presented here is that kernel training in previous classical CNNs started from a random initialization, and we hope that the iterations used to update the kernel training procedure can be accelerated using a good initial value obtained by pretraining. In addition, unsupervised pretraining has been adapted in other studies using deeply layered architectures, where each layer is pretrained with an unsupervised learning algorithm [20], [21]. This kind of approach, where greedy layerwise unsupervised pretraining is followed by supervised fine tuning, has been reported to enhance the performance of deep neural networks since the parameter values for discriminant training can be set in the appropriate range by regularization from unsupervised pretraining. In addition, pretraining initializes the model to a point in the parameter space that somehow renders the optimization process more effective, in the sense of achieving a lower minimum of the empirical cost function [22].

Each convolutional layer in the CNN is implemented as follows: there are \( M \) training logo images, and the \( i \)th feature maps in the \( j \)th training image is defined as

\[
y_j^i = w_i \otimes x_j
\]

where \( \otimes \) denotes the 2-D convolution, \( w_i \in R^{l_i \times l_y} \) is the \( i \)th kernel, and \( x_j \in R^{s_x \times s_y} \) denotes the \( j \)th training image; the boundary of \( x_j \) is zero padded before the convolution to make \( y_j^i \in R^{s_x \times s_y} \) have the same size of \( x_j \). Let \( x_j^s \in R^{s_x \times s_y \times 1} \) be an image \( x_j \) in a vectorized form, and let \( P_l \) be the \( l \)th patch extraction matrix, i.e., \( P_l \) is an \( l_x l_y \times s_x s_y \) matrix of all zeros, except for one in each row that extracts a vectorized \( l_x \times l_y \) patch from image \( x_j^s \), \( x_j^s = \sum_{i=1}^{l_x \times l_y} R^{s_x \times s_y} \), for \( l = 1, 2, \ldots, s_x s_y \). Therefore, (4) can be rewritten as

\[
Y_j^i = W_i^T X_j
\]

where \( Y_j^i \in R^{1 \times s_x s_y} \) is the vectorized form of \( y_j^i \), \( W_i \in R^{l_i \times l_y} \) is the vectorized form of \( w_i \), and \( X_j = [x_j^1, x_j^2, \ldots, x_j^{s_x s_y}] \in R^{l_x l_y \times s_x s_y} \).

Therefore, the problem of identifying a good initial value for \( \{w_i\}_{i=1}^N \) turns into the problem of seeking for a good initial value of \( \{W_i\}_{i=1}^N \) by a pretraining procedure. Since there is no label information in this step, the pretraining step is unsupervised. By combining all the training images together, a new matrix is defined as \( X = [X_1, X_2, \ldots, X_j, \ldots, X_M] \in R^{l_x l_y \times M s_x s_y} \).

The pretraining aims to find a set of kernels/basis \( \{W_i\}_{i=1}^N \) that is able to reconstruct \( X \) with a minimum reconstruction error. The first kernel \( W_1 \) can be solved as

\[
\arg \min_{W_1} \|X - W_1 W_1^T X\|_F^2, \quad \text{s.t.} \quad W_1^T W_1 = 1.
\]

The first kernel \( W_1 \) is optimized to minimize the reconstruction error of \( X \), i.e., projection \( W_1^T X \) should denote the maximum power of \( X \), and \( W_1^T W_1 = 1 \) is the normalization. In order to simplify the problem, all kernels are assumed to be
orthogonal; thus the remaining \( N - 1 \) kernels are iteratively calculated as

\[
X^K = X - \sum_{k=1}^{K-1} W_k W_k^T X
\]

(7)

\[
W_K = \arg \min_{W_K} \| X^K - W_K W_K^T X^K \|_F^2
\]

s.t. \( W_r^T W_t = \begin{cases} 0, & \text{if } r \neq t \\ 1, & \text{if } r = s \end{cases} \)

(8)

where \( X^K \) is the updated \( X \) in the \( k \)th iteration, and \( X_0 = X \). As described in (7), the sum of projections at \( X \) based on the first \( K - 1 \) projections is subtracted from \( X \). The minimum function in (8) aims to find the kernel \( W_K \) that can reconstruct the updated \( X^K \) with a minimum reconstruction error in the \( K \)th iteration. The constraint in (8) denotes that all the kernels must be orthogonal to each other. The procedure used in (7) and (8) happens to be the same as PCA, which is more efficient in the implementation than the BP neural networks in the CNN model. Therefore, the solutions of (6) and (8) are the first \( N \) eigenvectors of matrix \( XX^T \). It should be emphasized that the number of kernels \( N \) can be adaptively determined using a simple thresholding operation. If the power ratio of the first \( N_p \) components to \( X \) is larger than a given threshold, \( N_p \) is defined as the number of feature maps in the convolutional layer.

As previously described, our initial motivation is to find a good initial value to accelerate weight training for a real-world application, and this can be implemented with PCA very efficiently. However, we were very surprised that the pretraining weights were able to directly extract features that were strong enough to produce satisfactory classification results in the recognition procedure described in the next section, i.e., the convolutional layers in (1) can be directly implemented with the pretraining strategy from pretraining without any following training (BP).

III. EXPERIMENTS

A. Data Set Descriptions

We generated a data set to assess the proposed system. The data set includes vehicle logos from top ten popular manufacturers, which comprises more than 80% of vehicle brands in mainland China. One thousand outdoor vehicle frontal area images were captured from cameras located below traffic lights in a local traffic monitoring system. As shown in the example in Fig. 5, only one or two cars exist in each image, and there is no overlapping or corruption on the logo image. The cars in the images can be then categorized into ten classes according to their manufacturers.

The license plate has been already detected and segmented using the recognition kit embedded in the traffic monitoring system. The proposed scheme has used coarse segmentation to detect the region containing the vehicle logo, which was normalized to 70 × 70 pixels in relation to the vehicle license plate. The original images from the monitoring system originate from various outdoor imaging situations, e.g., viewpoint variations, serious illumination variance, inaccurate license plate detection, and noise from the imaging recorder.

Finally, a vehicle logo data set with 11500 images from 10 manufacturers was generated, where each manufacturer has 1150 images. Some sample images from the ten manufacturers in the data set are shown in Fig. 6. All the segmented images are normalized to 70 × 70 pixels. The data set is available at the project page http://smartdsp.xmu.edu.cn/VehicleLogoRecognition.html.

B. Experimental Results

The data set described earlier has been employed to validate the proposed system. Ten thousand of the images were used as training samples, and 1500 were used as testing samples. For each manufacturer, 1000 images were training samples, and 150 images were testing samples.

In the CNN-based VLR system, the empirically specified parameters of each layer in the CNN are presented in Table I. The original segmented image corresponds to layer 0. Six
signals on \( N \) since PCA-based pretraining seeks for the projections of the performance through multiple experiments. In the pretrained CNN, the kernel number is selected with optimized performance. The number of feature maps in the previous layer with local maximum detection. The BP neural network classifier in the last layer of the CNN is trained with the high order feature maps in the previous layer. Max pooling in layer 2 downsamples the feature maps. The number of feature maps is critical parameter in the CNN and related models. In the CNN, the kernel number is selected with optimized performance through multiple experiments. In the pretrained CNN, since PCA-based pretraining seeks for the projections of the signals on \( N_p \), different orthogonal basis (weights) and, then, the power ratio of the first \( N_p \) components-to-original signal can be calculated as \( R_{N_p} \). Therefore, the number of feature maps can be determined by simple thresholding, i.e., \( R_{N_p} \geq T \), where \( T \) is the given threshold. In the proposed scheme, \( T \) is defined as 95%, giving an \( N_p = 8 \) in each convolutional layer.

In the pretrained CNN-based VLR system, two simple and well-known supervised classifiers, i.e., the SVM and the BP neural network (with one hidden layer), are employed for the final recognition after feature extraction. Since BP has similar performance to the SVM but with a higher computational cost in the classifier training, the recognition results with the SVM are demonstrated as follows. All the experiments are implemented in Matlab 2012 on a personal computer with an Intel-I3 central processing unit and a 2-GB memory without optimization. The classification accuracy for the ten manufacturers from both the CNN and the pretraining CNN is summarized in Tables II and III. The accuracy is based on the assumption that LPL has 100% accuracy since coarse segmentation detects a region that is much larger than the logo. Fig. 7(a) and (b) illustrates the confusion matrix of the verification process from the two proposed systems. The main diagonal displays the high recognition accuracy of the proposed method. It can be observed that the pretrained CNN model slightly outperforms the CNN with less classification error.

According to Table III, there is a total of 14 wrongly recognized images with the pretrained CNN belonging to three categories (Buick, Mazda, and Hyundai). As shown in the examples in Fig. 8, it can be observed that the wrongly recognized images are with complex structures (Buick), are heavily blurred (Buick and Hyundai), and are with extreme uneven illumination, e.g., it is still a challenge to recognize the last two logo images in Fig. 8 manually. In addition, another tenfold cross validation is additionally implemented with the whole data set, with the recognition accuracy equal to 99.13% ± 0.24%.

The computational cost comparison between the two proposed methods is also provided in Table IV. The testing procedures in both proposed models are efficient enough for real-time implementation. The low computational cost is due to: 1) logo detection via coarse segmentation is very efficient since the assumption is very simple; and 2) the repeat max-pooling layer in the CNN structure downsamples the feature maps iteratively. The CNN is more efficient in the testing procedures than the pretrained CNN (12 versus 160 ms). It can be explained as follows: The testing procedures in both the CNN and the pretrained CNN contain feature extraction and classification. All the parameters in both proposed models are adaptively or empirically estimated for their optical performance. In both models, the classification step is very efficient; thus, almost all the differences in the computational cost are due to the feature extraction procedure (C1–C4 in Fig. 4). For more details, the parameter settings in layer C3 are quite different between the CNN and the pretrained CNN, e.g., the kernel sizes in the two models are 2121 and 77, respectively, which leads to a large difference in the computational costs, and the feature vector sizes in the two models after a fully connected layer (25921 versus 207361). More information on the computational cost analysis can be found in the project page. However, it should be emphasized that the computational cost of the training procedure of the CNN is much higher than that in the improved model (15 h versus 15 min). These results demonstrated that the pretrained CNN is more appropriate for real-world applications, where training procedures are repeating due to updated training samples.

### Table I
**Specified Parameters of the Multilayer Structure in the Proposed CNN Structure**

<table>
<thead>
<tr>
<th>Layer</th>
<th>Type</th>
<th>Feature Maps</th>
<th>Kernel size</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Input</td>
<td>1 map</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Convolution</td>
<td>6 maps</td>
<td>7 × 7</td>
</tr>
<tr>
<td>2</td>
<td>Pooling</td>
<td>6 maps</td>
<td>2 × 2</td>
</tr>
<tr>
<td>3</td>
<td>Convolutional</td>
<td>12 maps</td>
<td>21 × 21</td>
</tr>
<tr>
<td>4</td>
<td>Pooling</td>
<td>12 maps</td>
<td>2 × 2</td>
</tr>
<tr>
<td>5</td>
<td>Full connection</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>Classifier</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table II
**Classification Accuracy Across Different Vehicle Manufacturers by the CNN**

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>True</th>
<th>False</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Honda</td>
<td>147</td>
<td>3</td>
<td>98.00%</td>
</tr>
<tr>
<td>Peugeot</td>
<td>149</td>
<td>1</td>
<td>99.33%</td>
</tr>
<tr>
<td>Buick</td>
<td>149</td>
<td>1</td>
<td>99.33%</td>
</tr>
<tr>
<td>VW</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Toyota</td>
<td>132</td>
<td>18</td>
<td>88.00%</td>
</tr>
<tr>
<td>Lexus</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Mazda</td>
<td>148</td>
<td>2</td>
<td>98.67%</td>
</tr>
<tr>
<td>Chevy</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Hyundai</td>
<td>147</td>
<td>3</td>
<td>98.00%</td>
</tr>
<tr>
<td>Citroen</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Average</td>
<td>1472/1500</td>
<td>28/1500</td>
<td>98.13%</td>
</tr>
</tbody>
</table>

### Table III
**Classification Accuracy Across Different Vehicle Manufacturers by the Pretraining CNN**

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>True</th>
<th>False</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Honda</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Peugeot</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Buick</td>
<td>142</td>
<td>8</td>
<td>94.67%</td>
</tr>
<tr>
<td>VW</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Toyota</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Lexus</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Mazda</td>
<td>148</td>
<td>2</td>
<td>98.67%</td>
</tr>
<tr>
<td>Chevy</td>
<td>150</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Hyundai</td>
<td>147</td>
<td>3</td>
<td>98.00%</td>
</tr>
<tr>
<td>Citroen</td>
<td>149</td>
<td>1</td>
<td>99.33%</td>
</tr>
<tr>
<td>Average</td>
<td>1486/1500</td>
<td>14/1000</td>
<td>99.07%</td>
</tr>
</tbody>
</table>
C. Accuracy Comparisons

For a fair comparison, both proposed models are validated on another public data set. We extended the segmented logo data set in [8], [19], and [23], and we applied our method on them. As in Table V, it can be observed that the proposed models outperform the reported method in another data set. It should be also noted that the methods in [8] and [19] in comparison are not fully automatic due to a manual reference image selection step; however, the proposed models are fully automatic, which is more appropriate for real-world applications. In addition, to our knowledge, the logo recognition accuracy of the proposed schemes is the highest logo recognition accuracy across different reports, and the proposed data set is the most complex and has the largest size [6], [8], [9], [19].

D. Discussions

As described earlier, additional distortions in the data set images were produced to generate images that are of poorer quality than those of a real public traffic. In this section, the robustness of the two proposed schemes will be validated against various rotations, noise, shifting, and even combined distortions, in order to simulate different image monitoring situations. The distortion parameters are estimated by experts in the traffic security department, and some images have a higher distortion level than those of the proposed data set. The purpose is to make sure that the distorted images in the validation data set have satisfied the most extreme cases that could be encountered in real-world applications.

1) Robustness to Rotations: The robustness of the proposed method to rotations was validated as follows. For quantitative analysis, 608 logo images from the 10 manufacturers without any rotation were first selected from the testing samples and then rotated within $-12^\circ$ to $12^\circ$ as testing samples. The examples of logo images in Fig. 9 with different rotation degrees have demonstrated that the proposed range covers most rotation cases in different imaging situations. The average classification accuracy across all the testing images with various rotations is presented in Fig. 9. It can be observed that the accuracy of both models slightly decreases when the rotation degree increases, which demonstrates that both proposed models are robust to various rotations. The pretraining CNN has better performance than the CNN in most cases.
2) Robustness to Noise: Similar to the previous section, 608 logo images were randomly selected in the testing data set. For validation, Gaussian noise with different variances was added to the logo images. Examples of some noisy logo images corresponding to the different indicators are shown in Fig. 10. A plot of average classification accuracy with different noise variances across all the testing samples is presented in Fig. 10. The accuracy slightly decreases when the noise variance increases. The accuracy is above 75% and 81% for the CNN and the pretraining CNN, respectively, if the noise variance is 0.5 (with an indicator triangle). It can be observed that the image is hardly recognizable, even by observers.

3) Robustness to Shifting: After coarse segmentation, the logo can be located within any part of the segmented region, as shown in the examples in Fig. 6. The robustness against this “shifting” is also validated as follows. First, examples of nine successfully recognized logo images from different manufacturers are presented in Fig. 11(a), which demonstrates that the successfully recognized logos can be located in different parts of the image such as top left, top middle, top right, etc. Second, for detailed analysis, the locations of 1500 testing logo images are also summarized in the histogram in Fig. 11(b). Each star indicates the central coordinate of the logo in each image. A proposed accuracy of 99.07%, along with the histogram, has demonstrated that the proposed system is robust to different logo locations based on simple coarse segmentation.

4) Robustness to Various Illuminations: Due to different imaging conditions, the robustness of the proposed model against various illuminations was also validated. Six hundred eight logo images from ten manufacturers were randomly selected, and red–green–blue (RGB)-to-hue–saturation–intensity (HSI) conversion was then applied to each image in order to determine the intensity component $I$ of the image [24]. Various illumination simulations can be implemented by a gamma correction on $I$ as

$$I_1 = 255 \times \left(\frac{I}{255}\right)^{\gamma}$$

where gamma is the scalar within the range $(0.1, 50)$. HSI-to-RGB conversion is then applied to generate the “adjusted” images. The plots of the average recognition accuracy across 608 samples with different scalars (in longitude) are shown in Fig. 12. Sample logo images with different gamma values, corresponding to the indicators “diamond,” “triangle,” and “box” in the plot, are also shown. It can be observed that the accuracy always remains above 90% and 97% for the proposed CNN and the pretraining CNN, respectively, during various illumination levels.

5) Robustness to Various Combined Distortions: An experiment is implemented to validate the robustness with an online setting. A set of image samples (100 images) is generated with all the tested combined distortions (combinations of various noise variances, illuminations, and rotations), and then, two image subsets A and B are generated with sizes of 50 and 50, respectively. The experiment includes three recognition steps to simulate the real-world applications where the training samples are iteratively updated by testing samples after recognition, and a small percentage of the testing logo images is with extreme distortions. We also make sure that there is no overlap between...
the training samples and the testing samples in the experiment. The testing samples in Section III are randomly divided into three individual subsets, i.e., subsets C, D, and E, with sizes of 500, 450, and 450, respectively. Three examples of combined distorted logo images are shown in Fig. 13.

Step 1 The training samples are the same as in Section III (10,000 images). The testing samples are 500 images in subset C. There are no combined distorted images in the training samples or in the testing samples.

Step 2 We randomly abandon 500 images in the previous training samples. In addition, the previous testing samples in subset C are included in the updated training data with their correct labels; thus, the size of the training data is the same as before. Meanwhile, subset D is combined with subset A, generating testing data with a size of 500. There is no combined distorted image in the training data, but there are 50 combined distorted images in the testing data.

Step 3 Similar as Step 2, the training data are updated by replacing 500 randomly selected images with the testing data in Step 2. In addition, subset B combined with subset E is employed as the testing data. Thus, combined distorted images are included in both the training data and the testing data.

The accuracy of the three experiments are provided in Table VI. Accuracy 1, Accuracy 2, and Accuracy 3 denote the classification results of the total testing samples, the non-combined distorted data, and the combined distorted data, respectively. It can be observed that Accuracy 1 and Accuracy 2 are almost the same across the three steps. Accuracy 3 slightly decreases in Step 2 since there are no similar samples in the training data; however, it increases to 98% in Step 3 with the updated training data. The validation with an online setting has demonstrated the robustness of the proposed model on various combined distorted images.

In addition, another similar experiment is provided in the project page in order to simulate the extreme cases, where all the testing samples are with combined distortions in each step. The high accuracy also demonstrated the strong robustness of the proposed pretraining CNN model.

6) Further Discussions: In this paper, the vehicle logos from the top ten popular manufacturers in mainland China were used for logo recognition validation, and the area of coarse segmentation was defined as \( \frac{m}{2} \times \frac{m}{2} \) above the license plate, as per the analysis in Fig. 2. In order to extend this method to other applications, we must be cognizant of the fact that the distance between the license plate and the logo may vary across cars, such as SUVs and other vehicles. This can be easily addressed by using a larger coarse-segmented area to guarantee that the logo will be within the detected area. For example, the coarse segmentation area can be defined as \( m \times m \) or even larger. Considering that the CNN can be implemented in parallel on Graphics Processing Unit (GPU) with a Compute Unified Device Architecture, it is still possible for the proposed scheme to be suitable for real-time applications.

IV. CONCLUSION

A VMR method based on a CNN model has been proposed in this paper. The proposed method removes the requirement for precise VLD and segmentation. The stacked trainable structure has the ability to extract features that will be robust against various translations, rotations, and noise variances. Due to the fact that the training samples are always updated in the application, a PCA-based pretraining strategy is introduced to improve the CNN-based system by reducing the computational cost of the training stages and enhancing the classification performance simultaneously. Both proposed systems have been evaluated on a data set containing the top ten popular vehicle manufacturers in mainland China. Experimental results have demonstrated that the proposed improved CNN is more appropriate for real-world applications. In addition, the CNN structure makes it suitable for parallel implementation in GPU, thus making a real-time recognition system possible.